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1. Introduction

Humans are confronted with many environ-
mental and natural resources issues. One of 
the most prominent in scale and complexity 
is climate change: higher atmospheric green-
house gas concentrations result in more fre-
quent floods, droughts, heatwaves, hurricanes 
and sea-level rise. Humans will undoubtedly 
adapt to many of those changes. However, 
beyond certain thresholds, opportunities for 
adaptation will be limited. Reducing emissions 
is, therefore, the only way to ensure humanity 
remains within a ‘safe operating space’ (Rock-
ström et al., 2009). For a long time, studying 
environmental issues consisted in describing 
humans’ impact on the natural environment. 
Now that its magnitude has been ascertained, 
societies have decided to act, and a central 
question is: what can be done about it?

This chapter provides a selective review of poli-
cies that can help to foster a transition towards 
green technologies. Several important aspects 
are not covered due to lack of space but would 
deserve further attention, such as innovation 
ecosystems that could bring forward innova-
tions at higher speed than before, financial 
architecture, international collaborations and 

the trade-offs between leap-frogging and 
catching-up strategies. This chapter, however, 
provides an overview of policies that support 
the supply of clean technologies, such as R&D 
funding, as well as those supporting demand, 
such as carbon pricing and clean technology 
standards. Demand-side policies typically aim 
at levelling the playing field between clean and 
dirty technologies, thereby fostering demand 
for clean products and processes.

First, Section 2 examines the role of technol-
ogy in environmental issues and reaffirms the 
crucial part of R&I. Since reducing emissions, 
first and foremost, means that the economy 
must change the technologies it runs on, I dis-
cuss the need for public policies to direct tech-
nological change. Sections 3 and 4 review sup-
ply-side and demand-side policies, respectively, 
and what they mean for innovation. Section 5 
examines how strong the case is for increasing 
spending on R&D as opposed to deployment. 
Finally, Section 6 highlights the necessity (and 
complementarity) of implementing both sup-
ply- and demand-side policies with increasing 
ambition over time.

Summary

This chapter provides a selective review of 
policies that can help to foster a transition 
towards green technologies. R&I are crucial 
to tackling sustainability challenges, and pub-
lic policies are needed to direct technological 
change towards more environmentally friend-
ly products and processes. Supply-side poli-
cies, such as R&D funding, and demand-side 
policies, such as carbon pricing and clean 
technology standards, are complementary. 
While there is urgency to invest in deployment 
of green technologies today, investing in R&D 

remains a central pillar for the medium- and 
longer-term potential of the green transition. 
A critical takeaway is that there is no sil-
ver-bullet policy. Governments should adopt 
and implement a coordinated mix of policies 
to achieve carbon-emission reductions that 
are as large as possible at the lowest possible 
cost. Despite all the criticisms, carbon pricing 
remains an essential part of this policy mix.
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2.  Technology and the environment:  
a double-edged sword

2.1 New solutions, new 
problems?

R&I have the potential to lower humans’ im-
pact on natural systems. Ironically though, 
technology is also the reason why we have 
many environmental problems today. Three 
hundred years ago, humans had few cheap 
ways of converting energy into processes and 
goods. Starting with the Industrial Revolution 
in the 1850s, technological change brought us 
the combustion engine, modern chemistry and 
electricity, and with them, staggering improve-
ments in living conditions. Technology has 
made our lives safer, easier and more comfort-
able. However, these technologies also release 
pollutants into the air and water and lead to 
the over-extraction of natural resources. As 
both consumption per capita and population 
have massively increased over the past dec-
ades, the magnitude of environmental impacts 
can no longer be ignored.

Technological change offers the prospect of 
substituting dirty technologies with cleaner 
ones. For example, in the 1990s, ozone-deplet-
ing substances such as CFCs were successful-
ly phased out and replaced with ozone-safe 
molecules called HFCs. Electric vehicles can 
lower both local air pollution and CO2 emis-
sions (provided that the electricity they use is 
non-fossil). But green technologies sometimes 
get bad press: as they solve a problem, some 
argue they may create new ones that are just 
as thorny to deal with. HFCs, for example, are 
potent greenhouse gases, and therefore, even 
though they make the ozone layer safer, they 
worsen climate change. Similarly, electric vehi-
cles may be great news for air pollution. Still, 
their batteries require the extraction and use 

of rare precious metals (often from countries 
with poor working conditions and even child la-
bour (Sanderson, 2019)) and pose a challenge 
in how to dispose of them safely and efficiently 
(Harper et al., 2019).

2.2 About techno-pessimism

Whether we can (and should) rely on technol-
ogy to solve environmental problems is an old 
debate. In the 1970s, and in particular with the 
publication of the book The Limits to Growth, 
intellectuals started discussing what ‘sustain-
ability’ meant and whether economic develop-
ment could realistically continue on its current 
path (Meadows et al., 2012). Scholars high-
lighted the negative environmental impacts 
of human activities and their reliance on finite 
non-renewable natural resources such as fos-
sil fuels and precious metals. The arguments 
focused on whether these trends were sustain-
able and whether humanity could engineer a 
way out. The debate drew a line between two 
paradigms called ‘weak’ and ‘strong’ sustaina-
bility (Neumayer, 2003). In weak sustainability, 
technological change and input substitution 
(substituting dirty with clean inputs) are the 
primary mechanisms through which humans 
react and adapt to nature’s constraints to sup-
port economic growth. In contrast, strong sus-
tainability sees such mechanisms as excep-
tions and binding scarcity as the rule.

Debates about the role of technology are still 
alive and well. Should technological change 
be at the front and centre of the green tran-
sition? Are clean technologies an absolute re-
quirement of success? Or will new technologies 
bring about new problems, and is the role of 
technology overstated? Typically, the limita-
tions of clean technologies are used to argue 
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either for inaction or for an approach focusing 
instead on cultural changes and ‘degrowth.’ 
The first camp, those in favour of inaction, 
claim that the cost of abating pollution is too 
high and that a net-zero transition would dan-
gerously disrupt our economies. The strength 
of such arguments continues to weaken as 
the costs of clean technologies maintain their 
steady decline.

The other camp thinks that technology is more 
part of the problem than the solution because 
adopting new technologies still leaves our 
economy on a ‘growth-addicted’ path. They 
argue that the root causes of environmen-
tal degradation are not the technologies we 
use but rather over-consumption, population 
growth, poverty, industrial agriculture (Hein-
berg, 2017; Sugla, 2020). They emphasise that 
social norms and economic and political insti-
tutions have locked people into unsustainable 
lifestyles and that, even with cheap renewa-
bles, our economies will overshoot ecological 
limits and perpetuate social injustice. They in-
sist, therefore, on rejecting ‘the convenience of 
technological optimism’ (Boucher et al., 2017) 
and instead focus on the social causes of the 
problems.

The most practical course of action, in their 
view, relies on a cultural shift that changes con-
sumption patterns rather than finding cleaner 
means of production. Concretely, people should 
consume less energy, fewer goods (especially 
those with high ecological footprints), drive 
less and take fewer flights (and to closer desti-
nations). We should also eat less beef or move 
altogether to vegetarian diets; embrace sobri-
ety and minimalism – and contraception, since 
population growth is usually seen as a core 
driver of environmental impacts.

2.3  The need for directed 
technological change

There is no necessity to think of consumption 
and production in opposition. Shifts in cultural 
norms and technology change are not mutual-
ly exclusive. Both will be welcome and needed, 
and, in fact, innovations can be an important 
driver of both. For example, many employees 
worked from home during the COVID-19 pan-
demic, saving much energy that would have 
otherwise been spent on commuting and on 
heating and lighting office buildings. Without 
advancements in information and communica-
tion technologies, most employees would not 
have been able to work from home.

Arguably, blind faith in technology will not 
solve any issue on its own. Solutions to prob-
lems typically do not fall from the sky, or from 
market economies when markets are blinded 
to the problems. The response to the environ-
mental crisis does not consist in waiting for 
cleaner technologies to come about but in-
stead in designing government interventions 
that will tackle the various market failures at 
different points of the technological change 
pipeline. The story about how solar became 
cheap, for example, highlights how multiple 
policies from different jurisdictions at different 
points in time took turns in supporting the sup-
ply of and demand for photovoltaic technolo-
gies, which eventually led to impressive cost 
reductions (Nemet, 2019). 

Notably, the policy response is not just about ac-
celerating innovation in the general sense. What 
matters is the direction of technological change: 
clean technologies must improve, not just in 
absolute terms, but relative to dirtier ones. 
Scholars usually conceptualise the core issue at 
stake as a race between clean and dirty tech-
nologies (Acemoglu et al., 2012). Just like in Ae-
sop’s fable ‘The Tortoise and the Hare’, the two 
contenders are not on an equal footing: cleaner 
technologies remain more expensive than their 
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dirtier substitutes. However, as we know from 
the fable, this does not preclude the initially less 
advanced sector from winning the race. And, in-
deed, an appropriate mix of policies can ensure 
that technological change is directed towards 
clean sectors.

2.4  Towards a diverse mix 
of policies

Economists have identified several market 
failures that contribute to clean technologies 
being under-provided (Jaffe et al., 2005; Popp 
et al., 2010). First is the environmental market 
failure: pollutants are emitted as a side effect 
of economic activities and impose a cost on 
society overall, for example, due to their nega-
tive impacts on the climate, human health and 
ecosystems. This is what economists call neg-
ative externalities. Typically, economic agents 
decide how much to produce and consume 
while ignoring that these economic activities 
incur broader social costs. The policy prescrip-
tion here is straightforward: internalise the ex-
ternality, that is, tax pollution. Importantly, as 
long as pollution is not priced in, it will be rel-
atively cheaper to use polluting technologies. 
Demand-side policies such as carbon pricing 
ensure that clean technologies compete on an 
equal footing with dirtier ones and, therefore, 
support the demand for clean technologies.

A second market failure relates to the pub-
lic-good characteristics of knowledge. When 
knowledge is created, it can often be acquired 
and used by others for free: economists call 
this positive externalities or spillovers. As a 
result, the private marginal returns from gen-
erating knowledge are smaller than the so-
cial ones, which leads to knowledge and new 
technologies being under-provided, even when 
intellectual property regimes are in place (e.g. 
patents). Again, the policy prescription here is 
straightforward: governments should support 
knowledge creation and technology develop-
ment, for example, by funding R&D activities. 

Furthermore, technologies that generate high-
er knowledge spillovers should receive higher 
amounts of funding, and this seems to be the 
case for greener technologies. Indeed, Deche-
zleprêtre, Martin and Mohnen (2014) show that 
patents on clean technologies receive more 
follow-on citations than those on dirty tech-
nologies, suggesting that they generate more 
knowledge spillover.

Beyond knowledge spillovers, scholars have 
also shown that path dependency in R&D pro-
vides a further rationale for supporting R&D 
funding in clean sectors. Aghion et al. (2016) 
argue that firms that have a lot of prior expe-
rience with dirty technologies will find it more 
profitable to keep innovating in dirty tech-
nologies. This makes it harder to incentivise 
firms to start innovating in clean technologies. 
R&D subsidies are the best tools to help to 
break such path dependency as they provide 
the needed incentives to begin accumulating 
knowledge and expertise in clean technologies.

Although pricing pollution and subsidising R&D 
activities are the two most important policy 
recommendations, other market failures re-
quire governments’ attention on the supply 
and demand sides of green technologies. On 
the supply side, new technologies typically ex-
hibit strong learning-by-doing effects (a type 
of dynamic increasing returns) and increasing 
returns to scale in production. Hence, policies 
that subsidise the adoption of a particular 
technology (e.g. feed-in tariffs) can be justified 
to foster higher levels of adoption, which en-
sure that the increasing returns are realised.

There are also other market failures on the de-
mand side that justify the use of policies other 
than carbon pricing. In the context of energy 
efficiency, several issues may lead to an un-
der-investment and under-adoption of ener-
gy-savings products (Gerarden et al., 2017). 
For example, consumers may have high dis-
count rates or may lack information about the 
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technologies, such as their costs. There can 
also be agency problems when tenants would 
benefit from upgrades that landlords must pay 
for. In these cases, the use of standards, such 
as mandating a minimum energy-efficiency 
performance, can be Pareto-improving.

Another example where a technology standard 
is justified is the case of electric-vehicle charg-
ing stations. The benefits of purchasing elec-
tric cars increase as the network of compatible 
charging stations expands. However, in the ab-
sence of government regulations, manufactur-
ers may develop chargers specific to their own 
brands, leading to a fragmented network. The 
government’s role here is to mandate a tech-
nology standard for the charging plugs so that 
all vehicle owners can use them (Li, 2019).

2.5 Policy trade-offs

The variety of market failures in green tech-
nological change establishes the need for a 
mix of policies that go from carbon pricing and 
R&D subsidies to technology standards and 
adoption subsidies. There is broad consensus 
that carbon pricing is complementary to oth-
er policies targeting the upstream part of the 
innovation pipeline, but there has been more 
discussion (in the scholarship and in public de-
bates) about the types of environmental policy 
instruments that we should use to deal with 
demand-side issues.

Some political scientists argue that although 
elegant and simple in theory, carbon pricing is 
grossly inadequate to tackle climate change 
(Mildenberger et al., 2020). They suggest we 
abandon the idea of pricing carbon and, in-
stead, intervene with a mix of standards, adop-
tion subsidies, procurement policies and reg-
ulations that would create a demand-pull for 
clean technologies. For example, policymakers 
can mandate clean electricity, clean cars or 
clean cement. In practice, many jurisdictions 
have already done so, e.g., with the renewable 

portfolio standard in the USA. The main argu-
ment in favour of standards is that they are 
much more politically palatable while still lead-
ing to increased adoption of low-carbon alter-
natives, like a carbon price would, in theory, 
do. A key difference is that the standards force 
adoption regardless of the costs of clean tech-
nologies. For that reason, they lead to higher 
compliance costs in the short term and are not 
considered as cost-effective.

Importantly, environmental policies with high-
er compliance costs in the short term imply 
that there may be fewer public resources to 
spend on supply-side measures such as R&D 
subsidies on clean technologies, which even-
tually are critical to lower long-term compli-
ance costs. The overall policy objective should 
be about emission reductions at the lowest 
compliance cost possible both in the short and 
longer term. Supply- and demand-side policies 
are both essential to that objective, but given 
that government budgets are limited, there is 
a risk that costly demand-side measures get 
implemented at the expense of further support 
for supply-side policies. This opens a vital pol-
icy debate about the proportions in which we 
should do both, which I examine more closely 
in Section 5.
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3. Supply-side policies

3.1 Clean-energy R&D spending

This section discusses how much public and 
private actors spend on energy R&D. According 
to Cunliff (2020), the energy and automotive 
industries invest about 0.5 % and 3.2 % of rev-
enues in R&D, respectively. These numbers are 
much smaller than in other industries such as 
pharmaceuticals. Several factors may explain 
why private-sector investments in energy inno-
vation are low. First, clean and dirty electrons 
look the same to consumers, and, as a result, 
price discrimination on the type of electricity 
is not effective, and clean technologies must 
compete on prices. The industry is also heavily 
regulated with strong policy pressures to keep 
prices low. 

On the supply side, the industry’s typical high 
capital intensity and long payback periods re-
quire patient investing with very deep pockets, 
which private-sector firms may not be able to 
provide easily. As a result, the public sector has 
a complementary role to play by having high-
er tolerance to risk and payback time, which is 
also critical when supporting the development 
of early-stage and more radical innovations. 
On the other hand, the private sector is better 
positioned to improve mature technologies and 
to develop nearly mature ones into marketable 
products. Firms have strong incentives to in-
vest in these sorts of incremental innovations 
as they can easily materialise into short-term 
financial returns.

As highlighted above, R&D spending on clean 
energy in the private sector has not been high. 
Unfortunately, the COVID-19 pandemic may 
have worsened the situation. A key finding 
from an IEA survey run in May 2020 is that 
many firms believe that their R&D budget 
will likely be reduced, or at least has become 

more uncertain due to the COVID-19 crisis (IEA, 
2020). Thankfully, public R&D funding seems 
to be less impacted, and some recovery pack-
ages have distinctive green flavours. In addi-
tion, in 2015, 24 countries came together un-
der the Mission Innovation initiative to pledge 
a doubling of their annual clean energy RD&D 
budget by 2020. These countries represented 
more than 90 % of global public investments 
in clean energy at the time, and a doubling 
of their budget would have increased funding 
from USD 14.5 billion in 2015 to USD 28.9 bil-
lion (Myslikova et al., 2020).

Five years later, only a few countries had met 
the pledge: the Netherlands (+185 %, to EUR 
285 million), the United Kingdom (+175 %, to 
GBP 550 million), South Korea (+100 %, to KRW 
1.1 billion), as well as Chile, Japan and Norway 
(Mission Innovation, 2021a). If not doubling, 
at least, almost all countries increased their 
budget. The EU, for example, went from about 
EUR 1 billion in 2015 to EUR 1.8 billion in 2020; 
Germany from EUR 450 to EUR 780 million; and 
France from EUR 44 to EUR 49 million. The USA, 
which invests the largest amount, increased by 
42 %, adding another USD 6.8 billion to the US 
Department of Energy (DOE)’s USD 14.8 bil-
lion energy budget. By 2019, China had added 
USD 2 billion to its clean energy R&D budget, 
which in 2015 was about USD 3.8 billion. Some 
emerging economies such as India or Brazil also 
substantially increased their budget. 

In recent meetings, the Mission Innovation 
members did not reassert a pledge to keep in-
creasing their clean energy budget after 2020. 
Instead, the initiative now focuses on more in-
tangible aspects such as knowledge exchange 
across members and public-private partnerships 
(Mission Innovation, 2021b). Those aspects are, 
indeed, essential complements to R&D funding. 
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Still, it will be crucial that countries demonstrate 
their commitment to, at least, maintaining the 
current levels of clean R&D spending over the 
coming decades. Indeed, constraints will also 
come from human capital: training a new gen-
eration of young researchers will take several 
years, and clear signals that R&D support is 
there to stay will be instrumental in convincing 
talents to choose clean energy careers. There 
is evidence for such high adjustment costs in 
the case of the US National Institutes of Health 
(NIH) doubling of their budget between 1998 
and 2003 (Freeman et al., 2009).

3.2  Beyond R&D spending: 
improving the involvement 
of the private sector

Beyond R&D spending, improving and support-
ing the involvement of the private sector should 
be a key policy objective of the green transition, 
especially given the low levels of private R&D 
spending in the energy industry. The recent suc-
cess story of vaccine development during the 
COVID-19 pandemic has prompted renewed in-
terest in how effectively the public and private 
sectors can cooperate. Other examples include 
the US space race and the Sematech public-pri-
vate partnerships, highlighted in Myslikova et al. 
(2020). More insights into how to emulate these 
success stories would be useful.

Knowledge exchanges between public and pri-
vate actors should be supported and fostered 
throughout the innovation pipeline. An excel-
lent example in this area is the German net-
work of Fraunhofer Institutes: 67 applied re-
search institutes that bring together scientific 
and engineering expertise in different techno-
logical fields and are partly funded by industry 
(Dechezleprêtre, Martin and Bassi, 2019).

Other initiatives focus on demonstration and 
deployment rather than R&D. This is the case 
of Breakthrough Energy Ventures-Europe, a 

pilot fund investing in European companies 
working on low-carbon solutions that amounts 
to a total budget of EUR 100 million, half 
from the European Commission and half from 
Breakthrough Energy Venture, a group of about 
50 private firms and individuals spearheaded 
by Bill Gates. Such public-private partner-
ships are ideal for building on the respective 
strengths of the public and private sectors. As 
highlighted before, energy R&D needs patient 
investors; the public sector here is therefore 
welcome. Conversely, the private sector is bet-
ter positioned to identify promising companies 
because it holds more expertise and informa-
tion about technologies and markets.

Finally, the Mission Innovation initiative could 
also play a role in spurring improvements in 
reporting systems and harmonising energy 
RD&D data. Tracking clean energy R&D spend-
ing in the private sector is not easy, and the 
initiative could ask its member countries to 
require      firms to report investments made 
in clean energy R&D, as well as to clarify how 
R&D within state-owned firms is reported in 
official numbers (Myslikova et al., 2020).

3.3  Clean energy innovation 
policies in the EU and the USA

3.3.1 USA

The USA has historically been the leading con-
tributor to clean energy R&D funding. Figure 1 
illustrates the key initiatives for energy inno-
vation policy, which, in the US, are managed 
within the DOE. The Office of Science supports 
early-stage and fundamental energy research, 
in particular via the National Laboratories. The 
applied research activities are structured around 
20 programme areas such as energy efficiency, 
renewable energy, electricity, fossil energy and 
nuclear energy. These programmes include a 
wide range of tools aimed at supporting tech-
nologies at different levels of maturity: grants 
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and tax incentives for supporting the upstream 
part of the pipeline (i.e. R&D) and loan guaran-
tees to support demonstration projects. To help 
finance deployment and infrastructure, the DOE 
also leverages other types of credit enhance-
ment and bond financing (Cunliff, 2020).

In parallel to the programme areas, the DOE has 
created a separate semi-autonomous agency, 
called ARPA-E, that focuses on high-risk high-im-
pact early-stage technologies. ARPA-E stands 
outside of any of the other technology-specific 
programmes and targets topics that are gener-
ally cross-cutting. It is an attempt to reapply the 
success story of the Defense Advanced Research 
Projects Agency (DARPA). As in DARPA, the pro-
gramme managers are critical elements: those 
managers are technical experts recruited from in-
dustry or academia for a period of 4 years (Bon-
villian et al., 2011). The distinctive features of the 
agency seem to be bearing fruit: projects funded 
by ARPA-E are five times more likely to produce a 
patent or scientific publication than projects fund-
ed by programme areas. Since 2007, when AR-
PA-E was created, 850 projects have been funded 
with a total of USD 2.3 billion, and 161 projects 
attracted USD 32 billion in follow-on private in-
vestment (Cunliff, 2020).

Although the US DOE budget for energy inno-
vation has increased over the last few years, it 
remains lower than the all-time high reached 
in 1978. In 2020, the US DOE budget was USD 
8 billion, that is 0.04 % of US GDP. In 1978, the 
budget was, in fact, higher with USD 10.5 bil-
lion (in 2020 USD), corresponding to 0.14 % of 
GDP at the time (Cunliff, 2020). Given today’s 
US GDP, this would be equivalent to a budget 
of USD 32 billion today, 4 times higher than the 
actual amount invested in 2020. The last three 
decades have not placed energy at the very top 
of the priority list. In the 1970s, oil crises and 
energy security concerns made investing in en-
ergy a bipartisan move. Since then, spending 
has been decreasing both in overall levels and 

in percentage terms; other areas, for example, 
health, have not suffered the same fate.

In the 2000s, the budget increased slightly, 
presumably because energy prices were ris-
ing, and some worried that the USA was falling 
behind in clean technologies (Cunliff, 2020). 
A significant one-time increase also came with 
the post-financial crisis recovery packages in 
2009, particularly the USD 2.3 billion dedicated 
to creating ARPA-E. Since 2015, the DOE en-
ergy R&D spending has slowly increased from 
below USD 6 billion to USD 8 billion in 2020. 
With a total increase of more than USD 2 bil-
lion requested for the 2022 budget, the US 
energy-innovation budget may finally overtake 
the historical high of 1978 (Cunliff and Nguyen, 
2021). However, we are still far from the his-
toric high of 0.14 % of GDP, and, as highlight-
ed before, this is also far from the doubling 
pledge made as part of Mission Innovation.

3.3.2 EU

The European energy innovation policy land-
scape is scattered across several initiatives. 
The main channel for RD&D funding is via the 
Framework Programmes (FP) for Research and 
Technological Development. The FP introduced 
a specific energy subprogramme for the first 
time in 2007, with an allocated budget of EUR 
2.35 billion. In 2014, the programmes were 
reformed (and rebranded under the name of 
‘Horizon’) to adopt a more mission-oriented ap-
proach that organises funding, in part, around 
key societal challenges (Mazzucato, 2018). In 
this context, Horizon 2020 almost tripled the 
amount of funding to clean energy with EUR 
5.9 billion for the ‘Secure, Clean and Efficient En-
ergy’ challenge. This came in addition to another 
EUR 6.3  billion for ‘Smart, Green and Integrated 
Transport’ and EUR 3 billion for ‘Climate action, 
Environment, Resource Efficiency and Raw 
Materials’ (European Commission, 2021).
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The move to a mission-oriented approach takes 
direct inspiration from the US DARPA and ARPA-E 
agencies and is an attempt to reapply lessons 
learned from past innovation success stories. Ex-
post evaluations will be useful to understand to 
what extent the Horizon programmes successful-
ly supported technological change and to assess 
what new lessons can be learned. Ex-ante, one 
may already highlight some potential pitfalls. 
First is the possibility that other considerations 
than innovation objectives influence the design 
and management of the programmes. A review 
of the selection process and how selection cri-
teria are applied in practice would be inform-
ative. Second, a strategy of aiming for high-
risk, high-reward projects requires a certain 
tolerance for failure, which may be challenging 
to implement at the European level. A central 

question is who takes responsibility for the risk 
and, incidentally, who can afford to lose political 
capital over failure.

Although mission-oriented R&D programmes 
in the EU have emerged only recently, several 
initiatives, such as the European Technology 
(and Innovation) Platforms, were already in 
place in the early 2000s to improve knowledge 
exchange in industries that were identified as 
strategic (e.g., wind and solar). However, these 
initiatives did not come with money attached 
and focused on more intangible aspects such 
as coordinating stakeholders (Consult, 2008).

Other smaller programmes exist beyond Horizon 
to support clean technologies, particularly at the 
demonstration stage. For example, NER300 

Figure 10-1: Key energy innovation policies in the US and in the EU

Science, Research and Innovation Performance of the EU 2022
Source: author’s elaboration.
Stats.: https://ec.europa.eu/assets/rtd/srip/2022/figure-10-1.xlsx
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and its successor, the Innovation Fund, recycle 
the revenues from the sales of new allowanc-
es in the EU Emission Trading Scheme (ETS) to 
fund projects on low-carbon technologies that 
stand between R&D and commercialisation. In-
itially endowed with a EUR 2 billion budget, the 
next phase has a larger budget of EUR 20 bil-
lion. In addition, the Sustainable Industry Low 
Carbon (SILC) was a small initiative between 
2011 and 2020 that provided funding for the 
development, demonstration and dissemina-
tion of low carbon technologies in industrial 
sectors. Its successor, SILC II, has been includ-
ed within Horizon 2020. NER300 and SILC also 
initially funded projects closer to the develop-
ment stage, such as pilot plants, but the suc-
cessor programmes are now more focused on 
demonstration.

Another programme worthy of mention is the 
EU Green Cars Initiative, which started in 2008 
with a EUR 5 billion budget for public-private 
partnership for R&D projects focusing on elec-
trification in the automotive industry. At the 
time, this initiative was part of the EU’s wider 
Economic Recovery Plan. In 2013, the initiative 
was prolonged, rebranded as the European 
Green Vehicles Initiative, and funded as part 
of Horizon. Finally, Intelligent Energy-Europe 
was a EUR 45-million programme that, until 
2013, funded soft-skills projects on energy 
such as capacity building, knowledge and skill 
exchange, policy input and awareness raising 
and information provision.
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4.  Demand-side policies (and their impact on innovation)

4.1  The arguments in favour 
of carbon pricing

The arguments in favour of pricing carbon rely 
on two fundamental aspects: static efficiency 
and cost-effectiveness. Static efficiency en-
sures that we reduce carbon emissions to the 
point where it makes us better off. In other 
words, at the margins, we should be indifferent 
between paying for an extra unit of pollution 
abatement or being exposed to one more unit 
of pollution. In the context of climate change, 
economic theory dictates that the carbon price 
be set to the level of the social cost of carbon, 
a number that has proven elusive in many re-
gards and has lost relevance for some policy-
makers (Atkinson et al., 2018). 

Indeed, the net-zero targets announced by 
various governments imply that the policy 
objective is to abate a particular quantity 
of carbon rather than the amount that would 
follow from setting a particular price on car-
bon. The focus on targets is evidence that 
the policy debate has moved beyond caring 
about efficiency, but this does not mean that 
carbon pricing is no longer relevant. Indeed, 
the level of the carbon price can be chosen 
based on technological options in order to 
remain consistent with specific targets. For 
example, discussions about the EU ETS have 
focused on limiting price variations, for ex-
ample, by setting a floor price that would 
make it never profitable to generate electric-
ity using coal or that would make green hy-
drogen competitive without subsidies. Kauf-
man et al. (2020) estimate that for the USA 
to be credibly on a net-zero path, the carbon 
prices need to be between USD 36 and USD 
64 per tCO2 by 2025 and between USD 77-
124 per tCO2 by 2030.

The second key theoretical motivation for 
carbon pricing is cost-effectiveness. Carbon 
pricing ensures that emission reductions are 
realised at the least cost because it is tech-
nology-neutral and it incentivises all economic 
actors to look for ways to reduce pollution. This 
mechanism leads to the cheapest technologies 
being adopted and ensures the lowest possible 
compliance cost in the short term.

4.2  The induced innovation effect 
of carbon pricing

Carbon pricing also incentivises economic ac-
tors to innovate and develop cheaper clean 
technologies. Doing so, firms can lower the cost 
of abating carbon: this is what economists call 
‘dynamic efficiency’. Importantly, this ensures 
that compliance costs are as low as possible 
in the longer term. Carbon pricing is able to 
induce innovation because it creates a market 
for clean technologies, thereby creating expec-
tations of demand, which, for investors, means 
there will be profit-making opportunities in 
clean sectors. Without expectations of future 
profitability, investors would not be willing to 
invest money, time and effort into developing 
new technologies. As such, demand-side poli-
cies such as carbon pricing are critical to the 
dynamics of green innovation.

Carbon pricing, however, may not stimulate 
innovation as much as we would like. It may 
be more effective at fostering incremental 
innovation on technologies close to market 
rather than radical innovations further away 
from commercialisation. It remains a de-
mand-side measure that is most effective at 
promoting the adoption of alternatives that 
are commercially available. Carbon pricing 
will provide incentives for firms to innovate, 
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but those incentives will be stronger for tech-
nologies that are not characterised by high lev-
els of uncertainty, for example, when reducing 
costs at the margins on technologies that are 
already proven. This may explain why we see 
path dependency in innovation outcomes. As 
highlighted before, supply-side support such 
as R&D subsidies is vital in such cases.

4.3 Political economy hurdles

Many industrialised countries are trying to set 
up carbon pricing mechanisms, either via car-
bon taxes or ETSs. Governments, however, have 
been very limited in their political ability to set 
high prices or to increase the number of firms 
and industries covered by ETSs. This is mainly 
due to concerns about competitiveness. In the 
USA, constrained by the low bi-partisan support 
for carbon pricing, the Biden administration is 
moving ahead focusing instead on sectoral 
standards and green public procurement.

Much of the debate around the pros and cons 
of carbon pricing focuses on the massive po-
litical economic hurdles that it faces. It is un-
popular, and some also argue that it is an easy 
target for polluting lobbies to demonise, which 
tends to polarise the debate and leads to a pol-
icy standstill (Mildenberger et al., 2020). The 
only politically feasible prices may be too low 
to induce the changes needed in the neces-
sary timescales (Hepburn et al., 2020). There-
fore, other instruments such as regulations or 
standards, even if not the first best according 
to economic theory, must be used.

Arguably, the level of the carbon price is criti-
cal not just to spur adoption of more expensive 
clean technologies but also to induce innova-
tion. The stronger and more stringent the poli-
cy, the clearer the signal sent to investors and 
innovators. Some have argued that there is lit-
tle empirical evidence for the induced innova-
tion effect of carbon pricing, but few countries 
have enacted high carbon prices. We should 

not be surprised if low carbon prices provide 
weak incentives to invest in clean energy R&D. 
Calel et al. (2016), in fact, showed that innova-
tion did increase with the EU ETS but only after 
a substantial price increase that took place in 
the second phase. 

4.4  Standards as imperfect 
alternatives

High carbon prices are unlikely to be politically 
feasible to implement, at least as long as clean 
technologies remain expensive. Standards and 
regulations may be more appealing because 
the costs are less visible. However, one way 
or another, citizens still pay the bill for car-
bon abatement. And the distributional aspects 
could be worse than those of carbon pricing 
(Metcalf, 2019; Rausch et al., 2014). 

Greenstone et al. (2020) estimate that the 
costs of renewable portfolio standards in the 
USA were generally above USD 100 per tCO2. 
The Legislative Analyst’s Office of the State of 
California highlighted that the state’s rooftop 
solar policies may have cost between USD 150 
and USD 200 per tCO2 (Petek, 2020). Gilling-
ham et al. (2018) also reviewed many simi-
lar studies, and the overall conclusion is that 
many environmental policies to reduce carbon 
emissions end up being multiple times more 
expensive than what would usually be expect-
ed of a carbon tax.

As standards, subsidies and regulations accu-
mulate and overlap, the shadow price of some 
emissions can also become much higher than 
others. This is the inherent inefficiency of the 
regulatory approach: the cheapest technolo-
gies are not necessarily used, leading to higher 
compliance costs than if the whole economy 
had one carbon price. The fundamental argu-
ment in favour of carbon pricing, as opposed 
to standards, is its ability to reduce compliance 
costs in the short and longer-term. Concretely, 
it means that we can reduce emissions more 
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for the same costs. Resources are scarce, and 
carbon pricing can direct those resources to the 
cheapest emission reductions. 

Designing and implementing specific guide-
lines for each sector is also a difficult task. 
To decide what and how things are produced 
and consumed, policymakers must know a lot 
about technologies, such as their emissions, 
costs and future potential. The private sector 
typically knows much more about these things, 
and regulators, who are subjected to lobbying, 
may find themselves at a disadvantage when 
negotiating and drafting regulations. The odds 
of policy mistakes, such as a regulatory design 
incurring unfortunate unintended consequenc-
es and administrative errors or malpractice, 
are also much higher.

Furthermore, the process of designing regula-
tions can take many years. If we are pressed 
for time, as is the case, there is an important 
argument to be made in favour of carbon pric-
ing, which is faster and easier to implement 
since it does not require a central authori-
ty with much knowledge. A price on carbon 
changes the whole system at once by shifting 
choices and behaviours in many different sec-
tors without needing to know much. The level 
of ambition is also very transparently demon-
strated by the level of the price itself. Within a 
regulatory approach, it is less obvious what de-
fines ambitions, and there is a higher risk that 
lobbying restrains their magnitude (Majkut, 
2020). Finally, regulations are not likely to be 
more popular with industry than carbon pric-
ing because many firms favour straightforward 
and predictable climate policies rather than a 
regulatory piecemeal approach.

4.5  Carbon pricing, systemic 
changes and path dependency

Framing the problem as a market failure leaves 
some with a definite taste of over-simplicity, a 
belief that simply pricing in externalities will 
not suffice, and a view that a more systemic 
approach is needed (Rosenbloom et al., 2020). 
When it comes to reaching and impacting all 
parts of a system at once, carbon pricing is, in 
fact, a great policy tool. However, an argument 
can be made that changing prices at the mar-
gin may not help as much as we would think 
if many of changes needed are structural in 
nature and if there is path dependency. 

This is most evident with urban planning, for 
example, with large cities designed around 
the use of automobiles. Infrastructure was 
developed in blissful ignorance of pollution 
impacts. This infrastructure is still with us 
and constrains many of our marginal choices. 
Similarly, it may be argued that our history of 
cheap but polluting energy has locked cultural 
norms around comfort and attire that are not 
helping to decarbonise heating systems. Since 
our economies have developed without paying 
much attention to environmental impacts, we 
may have locked ourselves into carbon-inten-
sive paths. 

The assumption that there is stickiness in the way 
our economy works and in the way agents and 
firms make their choices implies that changing 
prices at the margin may not suffice. Structural 
aspects may respond weakly or slowly to margin-
al price changes, and in these cases, standards 
and public spending on green infrastructure can 
be more effective (Hepburn et al., 2020).
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5.  Supply vs demand: investing in R&D 
or deployment?

5.1 Too late for R&D?

Policy advocacy for R&D spending has never 
been an easy task. Taking a technology from 
the lab to commercial deployment requires 
time, financial and human capital investments. 
The process can also be a long and twisted road 
paved with slow-paced activities and uncertain 
returns. Typically, many incremental successes 
are made along the way, but they rarely make 
the headlines, despite their importance to im-
proving our understanding of technologies and 
reducing their uncertainties and costs. 

As a result, R&D investments look to some 
as money not well spent, especially given the 
opportunity costs. For example, McLaren et al. 
(2020) argue that focusing on developing tech-
nological solutions delays concrete immediate 
actions and advocate instead for spending 
more on deploying behavioural responses and 
technologies that are already available. 

A sense of emergency has also emerged in re-
cent policy discussions about climate change, 
with calls for massive emission reductions to 
happen in the next 10 years. Investing in R&D 
does not chime well with such calls because it 
does not translate into emission reductions in 
the short term. The framing of emergency may 
lead some to believe that it is ‘too late’ and 
that we cannot take the time to invest in R&D. 

5.2  RD&D support remains 
critical

Citizens may even doubt that we need more 
R&D as they regularly hear that we ‘have’ the 
necessary technologies. For example, in 2014, 
the IPCC report concluded that carbon-free 
economies were feasible. There has, indeed, 
been very impressive progress in renewable 

energies, but this is not sufficient. We know 
which technologies we will need but the issue 
is that many are not ready yet. 

The IEA modelled what it would take to reduce 
emissions to meet a net-zero target by 2050 
(IEA, 2020). According to their model, 17 % of 
the emission reduction relies on technologies 
that are still in the lab or prototypes. Another 
17 % depends on technologies that are only at 
a demonstration stage. Another 41 % of reduc-
tion relies on technologies that are today in 
early adoption. Finally, only 25 % of reduction 
can depend on mature technologies such as 
wind and solar electricity. 

Key technologies have yet to receive ade-
quate support, for example, grid-scale stor-
age, which will be needed as more of our 
electricity is generated by renewable energy. 
Hydrogen is also a central technology to re-
duce emissions in hard-to-abate sectors such 
as long-distance shipping, steel and cement. 
Finally, carbon capture and storage has seen 
much progress over the last decade and is in-
cluded in most pathways to net-zero. Yet it is 
still not commercially ready.

Many technologies have been shown to work 
in the lab or at a pilot scale. But they must 
be demonstrated at full scale. In other words, 
they must be shown to work at the scale at 
which they would eventually be commercial-
ised. Demonstration is crucial to convince 
investors that the technology performs as 
intended and that the costs are as expected. 
Only then can a technology be widely adopt-
ed. This process can take many years, even 
decades, and can suffer from persistent un-
certainties and rollbacks. Scientists and engi-
neers may have ideas about how to make the 
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technology cheaper or more resilient to field 
conditions, but there is also no guarantee that 
things will work out. 

Further R&D investments are therefore crucial 
to ensure that we can indeed reduce emissions 
in 20 or 30 years from now (Harrabin, 2020). 
If everything goes well, high-income countries 
will then aim at 100 % clean electricity rath-
er than 80 %, and the focus will also shift to 
hard-to-abate sectors such as cement, avia-
tion and shipping. The pace of progress is in-
herently linked to public policies, and given the 
lag times in innovation processes, the policies 
decided and implemented today will deter-
mine the speed and success of green technol-
ogies tomorrow. How much we invest in R&D 
this decade will therefore determine whether 
we can fully decarbonise in the medium and 
longer term.

5.3  Are we spending too much 
on energy R&D?

Another crucial question is whether spending 
on R&D and spending on demand-side policies 
such as adoption subsidies are appropriately 
balanced. Are we spending too much on one 
and not enough on the other? An argument in 
favour of demand-pull policies is that they al-
low cost decreases thanks to learning by do-
ing, learning by using and economies of scale. 
Hence, investments in both supply-side and 
demand-side policies may be warranted. But, 
in the end, the optimal balance will depend on 
the magnitude of the spillovers at play.

Fischer et al. (2017) develop a model to look 
at the optimal ratio of deployment vs R&D 
spending and find that spendings disproportion-
ately favour the former. They argue that, for a 
technology such as wind, the ratio should not 
be more than one. Only when assuming extreme 
learning by doing spillovers, the ratio may rise as 
high as 10. Next, they compare their theory-de-
rived optimal ratios with empirical estimates. 

In 2010, the six largest EU countries spent EUR 
315 million in R&D on solar and wind. Mean-
while, several key regulations were in place 
to spur the adoption of solar and wind, which 
bore an implicit cost of EUR 48 billion for the 
same year (Zachmann et al., 2015). The ratio 
between the two types of spending was, there-
fore, about 150. It seems reasonable to qualify 
this as unbalanced. 

In the context of solar, we have evidence that 
R&D money was money particularly well spent. 
When looking at the dramatic drop in photo-
voltaic costs, we may wonder how much of 
it can we really attribute to R&D (as opposed 
to non-R&D phases of technological change). 
Kavlak et al. (2018) argued that this may be 
as much as 60 % and suggest that R&D was a 
strong contributor to this technology due to the 
intense competition between different designs 
(e.g. crystalline silicon and thin films). Admit-
tedly, economies of scale have also played an 
important role, especially in recent years, and 
account for about 20 % of cost declines. 

A few other studies make a similar case for 
other energy-related technologies. For exam-
ple, Dowd (2017) attempted to quantify the 
benefits generated by investments made by 
the DOE’s clean energy R&D programmes. He 
estimates that those investments offered a re-
turn of USD 32 on every dollar invested. These 
studies already make a strong policy case for 
increasing overall investments in R&D, but 
a further rationale is that those investments 
generally do not spill over abroad as much as 
demand-pull policies, argument which policy 
makers may find effective in swaying public 
opinion (Dechezleprêtre and Glachant, 2014).
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6.  Demand-side and supply-side measures  
need each other

6.1 For domestic policy-making

An important argument in favour of putting 
science and innovation front and centre of 
the green transition is that green innovations 
make the benefit-cost equations of domestic 
environmental policies more attractive and 
less politically polarising. Often, governments 
do not sufficiently intervene to tackle environ-
mental issues because they fear that would 
make them unpopular with the general public 
or because special interests have lobbied them 
effectively. As the costs of renewable energies 
and battery technologies have gone down, we 
have seen many countries announcing plans to 
increase adoption. For example, Texas, a most-
ly republican state with an ever-present oil and 
gas industry, has seen its share of wind pow-
er increase steadily over the years. The abun-
dance of wind resources and the lower cost 
of wind turbines meant business opportuni-
ties, which spoke louder than climate sceptics’ 
words (Subramanian, 2017). Cheaper clean 
technologies, therefore, represent a formida-
ble opportunity to make environmental policy 
more ambitious.

On the other hand, a carbon price would level 
the playing field for clean technologies, creat-
ing expectations of future business opportuni-
ties in clean sectors and fostering innovation 
and further cost reductions. In short, carbon 
pricing and innovation need each other to take 
our economies onto carbon-neutral paths. Fig-
ure 2 illustrates this point. At one extreme, in 
the bottom-left part of the graph, let us im-
agine a world with no commercially available 
clean technologies and a low carbon price. 

Clean alternatives are too early-stage and 
uncertain, and the carbon price is too low to 
provide strong incentives for firms to invest in 
these alternatives. Consumers, therefore, con-
tinue to buy carbon-intensive products while 
paying a small carbon fee. In these conditions, we 
may expect little carbon abatement to happen in 
the present and in the future.

The bottom right of the graph is a world with 
a high carbon tax but few commercially availa-
ble clean technologies. In this case, the carbon 
price makes carbon-intensive production and 
consumption expensive. In the long term, this 
should induce innovation in green technolo-
gies, but in the short term, consumers and pro-
ducers pay a high price for a limited amount 
of carbon reduction. Indeed, as Heal et al. 
(2019) highlight, alternative technologies 
must be commercially available for a carbon 
price to work.

In the opposite scenario, at the top-left corner, 
the carbon price is low but clean technologies 
are cheap. In this case, the adoption of clean 
technologies is uncertain because it will de-
pend on whether clean technologies become 
more affordable than their carbon substitute. 
A small carbon price, however, should, in this 
case, be sufficient to phase out carbon-intensive 
technologies.
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Finally, a world with cheap clean technolo-
gies and a high carbon price, at the top right, 
would have strong incentives for innovation 
and adoption while abatement costs remain 
low. This is the best possible state of the world, 
which governments should strive to foster. Ar-
guably, today, we are closer to the lower-left 
corner than the top right. But by combining 
both supply-side and politically acceptable de-
mand-side policies, including carbon pricing, 
we may step by step take a path to the top-
right corner. As clean technologies get cheaper, 
the burden imposed by carbon pricing will re-
duce and higher carbon prices will progressively 
become politically acceptable.

6.2 For global cooperation

As argued above, improvements in greener tech-
nologies lower the costs of environmental poli-
cies and make them more politically acceptable. 
A similar logic applies at the international level: 
cheaper clean technologies will make global co-
operation easier. This should be seen as a core 
argument for making science and innovation the 
top priority. Many environmental problems are 
global in nature. Climate change can be tackled 
only if CO2 emissions are reduced at the glob-
al level. The UNFCCC was set up to provide a 
framework for countries to discuss and negoti-
ate how to do so. The inherent weakness of such 

Figure 10-2: Combining carbon pricing and innovation policy to accelerate 
the transition to net-zero

Science, Research and Innovation Performance of the EU 2022
Source: author’s elaboration.
Stats.: https://ec.europa.eu/assets/rtd/srip/2022/figure-10-2.xlsx
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international negotiations is that no third party 
can enforce the agreements. No world govern-
ment exists, and countries remain sovereign.

The literature on the economics of IEAs has 
considered at large how to construct agree-
ments that would be self-enforcing (Barrett, 
2005). A self-enforced agreement makes it 
costly for a country to defect on its pledge. 
For example, the Montreal Protocol to protect 
the ozone layer included trade restrictions and 
possible trade sanctions in the case that a sig-
natory did not reduce its CFC emissions by as 
much as it had committed itself to do. How-
ever, no sanctions were ever needed because 
the chemical industry was quickly able to offer 
viable CFC substitutes. 

Unfortunately, self-enforced agreements are 
rare.  But theory predicts that we are most likely 
to negotiate them if the costs of mitigating the 
environmental issue at stake are low (Barrett, 
1994). This does not necessarily mean we must 
have all the ins and outs of green technologies 
figured out, but that, at least, some technologies 
must exist on paper or in the lab, and a path 
to commercialisation is seen within reasonable 
uncertainties. That is the story behind the suc-
cess of phasing out ozone-depleting substanc-
es. In 1987, high-income countries negotiated 
an agreement that scholars have qualified to 
be self-enforced. With this agreement, countries 
committed their domestic industries to reduc-
ing CFC emissions. The reduction targets set in 
Montreal were far from a full phase-out which 

environmental NGOs at the time requested. 
But they were a concrete step that countries 
deemed technologically feasible.  

What happened next is possibly the best exam-
ple of induced green innovation at the global 
level. Firms scaled up their efforts to ensure 
they would meet the targets. Evidence of such 
efforts is the large increase in the number of 
patents and scientific articles in the aftermaths 
of the treaty’s signature (Dugoua, 2021). The 
treaty was soon renegotiated to make targets 
more ambitious and include more substances 
in the list of molecules to phase out. Today, the 
ozone layer is recovering.

Improving the science and engineering of green 
technologies will be a key enabler of global 
cooperation on sustainability. Even if scien-
tists and engineers do not provide us with all 
the ready-made solutions that we would like 
to have at our disposal, they can nonetheless 
provide us with a beginning of a solution that 
may be enough to convince parties to lock our 
institutions into the right incentives.
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7. Conclusions

An array of policy solutions is available to 
policymakers to direct technological change 
away from dirty and towards clean technolo-
gies. Supply-side policies such as R&D funding 
are better positioned to impact and direct the 
earlier stages of technological change. Policies 
such as carbon pricing, standards or adoption 
policies create a demand-pull for clean tech-
nologies, which influences all stages of tech-
nological change. This chapter has highlighted 
some critical trade-offs to consider. In particu-
lar, lowering compliance costs in the longer 
term requires investing in R&D to reduce the 
costs of clean technologies. Lowering compli-
ance costs in the short term would be easier 
with market-based instruments such as car-
bon prices, but they are unpopular, and gov-
ernments often opt for standards and adoption 
subsidies that are typically more expensive.

A critical takeaway is that there is no sil-
ver-bullet policy. Governments should adopt 
and implement a coordinated mix of policies 
to achieve as much carbon-emission reduction 
as possible at the lowest possible cost. Despite 
all the criticisms, carbon pricing remains an 
essential part of this policy mix. Governments 
should aim at implementing politically accept-
able carbon prices on all carbon emissions in 
the economy. In the short term, the carbon 
price levels are likely to be too low to induce 
as much emission reduction as we’d like. As a re-
sult, other policy instruments such as standards 
or adoption subsidies may be needed to ensure 
polluting technologies are phased out. Over the 
medium and long term, however, as the costs 
of clean technologies decrease, governments 
should find it more politically manageable to 
increase carbon prices.
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